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IA1 – The Technology of the Security Future 

1. Introduction 

Throughout its history, the United States of America has been known for its ability to 

accomplish its goals. It has almost always been the de facto leader in the arenas of military 

capabilities, international leadership and new technologies. Unfortunately, over the past decade 

to fifteen years, the US has begun to lose its standing among the world’s superpowers in such 

fields as cybersecurity (Zinni & Koltz, 2009, p. 15). If the country continues to let its standing 

slip in this very challenging field it stands to lose more than just public approval, it may very 

well cost its own national security. Fortunately, the government of the USA has begun to make 

great strides in bridging the gaps in the field of cybersecurity and is starting to recover the losses 

it has witnessed in the past decade or more. The USA has made great improvements in such 

measures as the use of remote management technologies, real-time forensic analysis, and by 

prioritizing research and design but the government needs to continually increase their focus on 

supporting these technologies if it hopes to succeed.  

2. Unmanning the Security Team 

The field of cybersecurity has quickly become one of the most important fields in the 

world of information technology but the amount of qualified and available workers has not been 

able to keep up with the demand. Furthermore, enterprises are demanding more and more 

security projects without having adequate funding for those needs (Caballero, 2009, pp. 235-

236). As a result, businesses need their existing manpower and software to do more with fewer 

resources than before. To compensate for this demand and to meet the needs of the ever 

changing security issues in the enterprise, many companies have begun to offer highly advanced 

remote management agents. These agents can automate security needs and reduce the manpower 

required to secure the enterprise (Salah, Alcaraz-Calero, Zeadally, Al-Mulla, & Alzaabi, 2013, p. 

45).  

Remote management technologies are not a new by any means. During the early 2000’s, 

products such as Altiris Remote Agent (Later acquired by Symantec) and Virtual Network 

Computing’s MyVNC were utilized to remotely control systems by technical support 

professionals (Richardson, Stafford-Fraser, Wood, & Hopper, 1998, p. 35).  
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As enterprises grow, scale and develop offices that are geographically segregated from each 

other, the need for remote control increases exponentially. What began as a tool for remotely 

offering technical support slowly evolved into remote management of information systems for 

such purposes as remote patch management (as is the case with such applications as Microsoft 

Windows System Update Server (WSUS)) or remote server monitoring (such as the case with 

Microsoft Systems Center Operations Manager or SCOM). It seems only natural then, that 

companies would turn to remote management of security controls to allow them to respond more 

proactively to security threats.  

To illustrate the value of using remote technologies to control security of systems and 

further express their value, it would be wise to consider the case of a zero-day attack on a major 

enterprise. If an enterprise has offices across multiple locations and it is discovered that one of 

their network clusters has fallen victim to a zero-day attack it is only a matter of time before the 

remainder of their network is likely to be targeted (Street, Nabors, & Baskin, 2010, p. 188). 

Expounding upon this concern, if it is discovered that the proper application of a particular 

software patch could greatly reduce the chance for the attack to permeate to other systems, it 

seems only logical that the enterprise would wish to respond expeditiously.  

If the enterprise utilizes remote management technologies for their security infrastructure, 

it is possible that a simple update to their remote management software could be used to prevent 

an attack. The agent could potentially check the posture of a remote asset, apply the patches 

necessary and notify administrative staff upon completion (Peng, Chen, Xie, Gao, & Liang, 

2013, p. 1158). In this manner, an enterprise is able to perform detailed security administration 

for their systems without the need to actually send an administrator to the location. The lack of 

necessity to send a person to a remote location will increase the response time of the security 

team. Additionally, eliminating the time spent by a technical person attempting to send complex 

instructions to a non-technical user at the remote site will reduce the potential for user error. All 

of these considerations culminate into a leaner, more time and cost-effective security response 

team for the enterprise.  

It is clear that the use of remote agents can generate a considerable return on investment 

for the enterprise but they are not without fault. For all the functional automation offered by the 

use of remote agents, it does not remove the human element completely.  
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All agent software is still dependent upon the proper creation and deployment of baselines or 

configuration standards by a skilled administrator (Ismail, Hajjar, & Hajjar, 2008, p. 141). It 

follows, then, that remote management technologies are only as effective as those that administer 

them. In the same scenario mentioned above in which a zero-day attack is detected and an agent 

is used to perform a remote update, an incorrect configuration could cause more damage than 

good. To this end, any enterprise that wishes to implement remote management technologies 

must develop policies to ensure proper configuration baselines and effective use of this 

technology.  

 The first policy that must be addressed is to determine what items that the enterprise 

wishes to manage remotely. Management agents run the gamut from simple patch management 

all the way up to Data Loss Prevention (DLP) and even baseline configuration enforcement 

(Ismail, Hajjar, & Hajjar, 2008, p. 148). Among the remote management tools available in the 

market, it is conceivable to utilize a single suite for managing almost all aspects of a system or 

network. However, there is yet to be a market player that truly offers a perfect fit. As a result, 

many vendors have gone to offering modular management tools which allow the enterprise to 

select the modules that most effectively meet their needs (Hockenson, 2013). Once the enterprise 

agrees on the extent of management, it will then need to focus on the implementation of the 

tools. 

 A critical factor in establishing a quality remote management system is being able to 

detect and respond to anomalies in a given information system. For instance, a particular threat 

to system security is likely to exhibit at least some abnormal behavior such as a sudden drop in 

system processing power or notable fluctuations in stability (Prowse, 2012, pp. 380-381). But if 

an organization does not have a baseline which shows the system’s behavior in normal 

operations, how then will an administrator know an issue has occurred? Consequently, a major 

uptick in the system resources may go undetected because the business has no measurement with 

which to compare. It stands to reason that a policy should be implemented that will establish 

performance baselines so that administrators will be made aware of anomalies and perform 

remote management of the problem machines. 

 One more issue exists within the policies of remote management agents that is deserving 

of some attention and that is the actual management of the remote infrastructure itself.  
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As mentioned earlier, remote agent utilization for task automation is only successful if it is 

managed well. In the case of the zero-day patch, the remote agent has the potential to quickly 

patch a system yet this can produce false negatives which may weaken security (Peng, Chen, 

Xie, Gao, & Liang, 2013). In order to respond to situations such as these, the enterprise should 

adopt a policy of accountability in which all remote management tasks performed are verified by 

a human so as to confirm their application. The requirement to monitor this may create additional 

work for administrative staff but it will also guarantee that the security and availability of the 

enterprise resources is sustained.  

 Remote agent technologies clearly offer considerable advantages to the enterprise 

including expedited response to security issues, reduction of time and manpower across larger 

enterprises, and increased stability of the enterprise (Ismail, Hajjar, & Hajjar, 2008, pp. 147-

148). Despite these advantages, they do not guarantee security without the guidance and 

management of dedicated and knowledgeable staff that is familiar with the proper configuration 

and administration of these technologies. If the enterprise wishes to succeed in their use of 

remote technologies, it will be quintessential to map the usage of these technologies with internal 

policies. If the use of the technology is not connected to the organization that will utilize it, 

remote agents will not be effective.  

3. Forensics While you Wait 
Criminals have been around for as long as history has records and crime continues to 

permeate society. In the digital age, crime is just as prevalent but the methods used to commit the 

crimes have changed. No longer are crimes contained within national borders and prosecution 

only required within the criminal’s country (Casey, 2011, pp. 95-96). In the vast expanses of 

cyberspace, there are no traditional borders to contain crime nor is there a dedicated police force 

to uphold justice and legal usage. Couple this fact with the persistent and pervasive access to 

high-speed internet even in remote countries and crime becomes an international problem with 

highly complex legal challenges.  

A hacktivist in a foreign country can attack the IT network of a firm in the USA using 

any number of tools that are readily available, often using a free network to disguise their 

identity (Street, Nabors, & Baskin, 2010, p. 255).  
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If the attacker lives in Bosnia but attacks from a computer in China which is routed through 

several locations including Russia and Korea, it is virtually impossible to prosecute without 

assistance from all countries involved. Before an organization can even attempt to go after the 

hacktivist, they must engage in a very lengthy digital forensics process to collect proof of the 

attack and its origins (Casey, 2011, p. 232).  

 The forensic data acquisition process, especially for a large network in an enterprise can 

be one the most time and resource intensive processes in the entire incident. It may involve 

collecting data from enormous data clusters, disrupting standard business operations of servers 

and a sobering amount of man hours. To exacerbate the issue, many enterprises do not have their 

own forensic staff or have a small staff that is already under immense case load. The enterprise 

may be required to hire an external company to collect and review the data over a very long 

period of time (Orebaugh, 2006, p. 38). Yet due to the nature of the ever-fluctuating Internet and 

its darker denizens, even a few hours of time lost can render most of the useful data for criminal 

prosecution invisible or irrelevant. If the perpetrator of the attack has even a marginal amount of 

advanced skills, they may very well erase all tracks of their assault before it is even detected 

(Street, Nabors, & Baskin, 2010, p. 258) .  

 It stands to reason, then, that digital forensic technology in its current state is vastly 

ineffective at expeditious response times. Furthermore, the lack of dedicated forensic teams 

within a majority of enterprises causes an additional time lapse between attack and investigation. 

If these issues are not enough, there is a very wide knowledge gap between traditional law 

enforcement that are trained in criminal proceedings and the highly technical world of digital 

forensics (Casey, Handling a Digital Crime Scene, 2011, p. 239). When all of these separate 

elements are combined, it is easy to understand the depth of the challenges that must be 

addressed to reduce cybercrime.  

 In the modern digital forensics world, there have been a number of technical advances in 

recent years including highly detailed forensic toolkits, the use of distributed computing for large 

datasets, and significant improvements to e-discovery technologies (Trcek, Abie, Skomedal, & 

Starc, 2010, p. 1473). But among all of the technologies available to improve digital forensics, 

few offer as much potential to increase response time as the implementation of remote and real-

time digital forensics tools.  
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 Previously, this document discussed the usage of remote agent technologies to increase 

the response time and capabilities for managing remote assets. In a similar fashion, remote 

agents can be configured to perform remote digital forensic evaluations without requiring the 

physical presence of a forensics investigator (Orebaugh, 2006, p. 39). By using remote software 

agents to connect to systems, collect the necessary data and analyze said data, a remote 

investigator can analyze large datasets across disparate locations. Additionally, these remote 

tools can be configured in such a way that data is preemptively analyzed and potentially 

unwanted or unallowable information can be detected (Orebaugh, 2006, p. 40). 

 Time is one of the most precious commodities in a criminal case and although remote 

forensics analysis may reduce the travel and collection time, the use of real-time forensics may 

further reduce these. In the case of remote forensics, the data can be collected remotely without 

requiring an intense amount of hands-on work but it still must be analyzed in successive fashion. 

However, if an organization decides to utilize real-time forensic software, it can essentially 

perform live scans of data even when it is on an active machine (Adelstein, 2006, p. 65). 

 When using real-time forensics technology, the analyst is able to collect data from 

machines that are actively processing data. This analysis may be performed using a self-

contained forensic laptop, a software or hardware reader or even via a real-time control software 

that may be activated directly or remotely (Trcek, Abie, Skomedal, & Starc, 2010, p. 1477). The 

use of real-time or live-box analysis allows for temporal data such as that stored in Random 

Access Memory (RAM), virtual paging files, temporary system files et cetera. The data 

contained within these constantly changing files can provide crucial evidence related to computer 

crimes that might have otherwise been lost (Nelson, Phillips, & Steuart, 2010, p. 135). If a 

similar analysis were to be performed on the computer after it had been powered off and 

transported to another location (also known as dead-box analysis), recovering the volatile data 

may prove impossible.  

 Despite the obvious potential offered by real-time and remote analysis forensic tools, 

there are a considerable number of hurdles that these methods create. In the case of remote 

network acquisition tools, the largest hurdle is finding a tool that can perform this task in a way 

that is ethical and admissible in court (Casey, Handling a Digital Crime Scene, 2011, p. 236). 

The integrity of the data and proof that proper chain of custody processes was followed is critical 

in guaranteeing admissibility.  
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Due to this strict limitation, the investigator must ensure that any technology they use for data 

acquisition follows proper evidence control processes. The best way to accomplish this is to 

depend on tools that are considered forensically sound (Nelson, Phillips, & Steuart, 2010, p. 93). 

Before selecting a toolset to be used for remote or real-time forensics, it would behoove the 

investigator to research companies such as Guardian Software, Paraben, or others. These 

companies have a strong relationship with the forensics community and with lawmakers so their 

software is generally accepted as admissible with most US courts.  

 Another matter of import is to consider the staff that will be used to manage any forensic 

software tools in use by the enterprise. Due to the relatively high startup costs for creating a 

quality forensics lab, it is often financially implausible for smaller organizations to maintain a 

forensics team (Nelson, Phillips, & Steuart, 2010, pp. 73-74). Additionally, if an organization 

does not have a large network of assets that may require forensics analysis at any time, it seems 

cost prohibitive to maintain such a team. If the company has a large IT department or has a 

considerable number of regulatory issues to be concerned with (such as oil and gas companies or 

financial companies) then it would be prudent to maintain such a staff. Enterprises that do have 

forensics teams are likely to work directly with legal teams in order to quickly collect pertinent 

information about a particular investigation, further accelerating the process. If the organization 

it too small to rationally afford such a department, there are still a wealth of consulting firms that 

are able to offer forensic services.  

 As considered with the remote management tools discussed previously, the use of real-

time or remote forensics tools will fit an organization best when there are policies in place 

related to them. Unlike the policies for other tools mentioned, forensic policies must be 

concerned more with laws and regulations than remote agent technologies. The enterprise must 

ask itself if it must maintain Sarbanes-Oxley (SOX) compliance, Federal Information Systems 

Management Act (FISMA), or any number of other regulatory guidelines and plan its policies 

accordingly (Barker, 2011, p. 98). 

 The first policy that must be established in the area of forensics is the policy or policies 

that will meet the regulatory needs of the company. For instance, a public company would need 

to follow SOX compliance regarding data management and reporting as set out by their 

governing board (Virtue, 2009, p. 64.2).  
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This may also impact the manner in which forensic tools can be used to gather data and how 

much data can be gathered without consent of the users. If the user information gathered by real-

time forensics was related to financial matters, then SOX may have additional requirements. In 

the case of a healthcare company, their information is strictly governed by the Health Insurance 

Portability and Accountability Act (HIPAA) which may require more specific limitations as to 

what can be transmitted via remote forensics or via real-time tools as it may contain personally 

identifiable information (PII) (Brusil, 2009, p. 71.5). The enterprise must execute their due 

diligence to confirm that they meet all standards they have agreed to or are required to adhere to.  

 The second policy that must be addressed by the enterprise in order to use real-time 

forensics or remote forensics tools is the policy which mandates the events allowable for these 

technologies. For instance, will a real-time analysis tool only be used when a potential incident 

arises or will various ‘samples’ be performed to aid in early notifications? Furthermore, if a 

remote forensic tool is to be used, will the agent trigger only when a forensic analysis request is 

executed or will it, too, perform sampling of live data? The policy of the usage of these tools 

must be clearly defined and explained to users of the enterprise’s systems (Orebaugh, 2006, p. 

38). If the users are not informed, the enterprise faces potential legal issues about employee 

monitoring.  

 A third policy for the organization to consider is the correlation of events within the 

enterprise Intrusion Detection and Prevention Systems (IDPS). Many tools allow for correlation 

of events within a real-time forensics toolkit and the IDPS sensor network in such a way that 

event tracing can be established from intrusion to criminal activity concerns (Trcek, Abie, 

Skomedal, & Starc, 2010, p. 1473). While it is true that the organization could detect anomalies 

within its systems and then trigger the real-time forensics of the node they suspect to have been 

penetrated, such methods may be too time insensitive to effectively correlate events. The 

framework interlinking IDPS data and real-time or remote forensics greatly expedites the 

investigation process (Peng, Chen, Xie, Gao, & Liang, 2013, p. 1161). The policy itself could be 

used to help set goals for response and mitigation times (i.e. – security will locate and mitigate 

proposed risks within 30 minutes of detection). Using the proposed times, the enterprise can 

estimate the financial and manpower requirements necessary to meet said guidelines before the 

equipment or software is purchased or implemented.  
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 Real-time and remote forensic tools offer a considerable amount of value to the discovery 

and resolution of criminal investigations. Due to the sensitive nature of crime scenes, an 

enterprise must choose the forensic technologies they use wisely and implement them just as 

wisely. The enterprise should consider the cost of hiring their own in-house staff to handle a 

large number of cases or optionally hire a forensic contractor with specialized software to assist. 

Also, the varying legal requirements specific to the industry (HIPAA, FISMA, SOX, and so on) 

to which the enterprise belongs must be considered when selecting the policies and procedures to 

implement. The enterprise must consider the events which make use of real-time or remote 

forensics and whether or not the monitoring should be per event or continually sampled 

throughout the life of an information system. Lastly, the enterprise must decide if they wish to 

relate the events on the IDPS systems with the forensics software or if doing so could cause 

bandwidth or legal concerns. Even though the usage of these technologies may have more 

stringent legal concerns than others, the proper use of such tools can greatly increase security and 

greatly reduce many challenges to digital forensics.  

 

4. It’s All About Priorities 

This report has already discussed two new technologies that can be used to enhance 

security and stability for the USA. Nevertheless, these technologies are only a few minor 

elements in the future of cybersecurity. The field of information security is largely an emerging 

market and the extents to which its technologies can be used depend a great deal on continual 

research and design. Historically, the USA has been a powerful player on the world stage of 

emerging technologies – many of which are due to its highly specialized research institutions. 

Even so, the USA must place more attention to prioritizing research and development in these 

emerging fields if it hopes to return to its former technological glory (Kuehl, 2011, pp. 40-41). 

Speaking boldly about rolling changes needed in the research and design fields may 

provide the wrong impression of the current situation. The importance of prioritized research and 

design has not been lost on the US government. President Bill Clinton began the cycle of 

strengthening the nation’s security and enhancing its research directives by implementing 

Presidential Decision Directive (PDD) 63 in 1998.  
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PDD63 focuses on protecting the critical infrastructure of the USA and improving the 

collaboration of government and private agencies (O'Neil, 2011, p. 131).  

Implementation of PDD63, though not the final installment of such research measures, 

created the groundwork for the Department of Homeland Security and for many of the sweeping 

security measures implemented after the terrorist attacks of 9/11. In order to increase the security 

of the nation, President George W. Bush signed the Homeland Security Act of 2002 into law and 

gave the US a major boost in shoring up its research and development economy (O'Neil, 2011, p. 

132). But the majority of the aim of HSA2002 was not so much about the creation of new 

technologies for the US to defend cyberspace but rather to focus on creating technologies to aid 

in military and surveillance programs. Nonetheless, the stage was set for a more mature response 

to cybersecurity concerns. 

The true turning point for increasing research and development came after the President’s 

Information Technology Committee (PITAC) created a report to President Bush in 2005 

expressing a concerned view for the state of US cybersecurity (Benioff & Lazowska, 2005, p. 

iii). The report placed considerable attention on the importance of the Networking and 

Information Technology Research and Development (NITRD) Program and how it could be used 

as an engine to increase the security of the Internet and government cyber infrastructures. It also 

requested considerable federal attention and funding toward pursuits of science, technology, 

engineering and mathematics (STEM) which it found to be quite lacking from the US 

perspective.  

Prioritized Research & Development (PRD) is used by the government and by public and 

private sector organizations to develop the tools and technologies necessary to enhance the 

nation’s security and its technological performance on a global scale. The NITRD has placed a 

considerable focus on such technologies as Big Data (BD), Human Computer Interaction and 

Information Management (HCI&IM), High Confidence Software and Systems (HCSS), High 

End Computing (HEC), Software Design & Productivity (SDP) and Social, Economic, and 

Workforce Implications of IT and IT Workforce Development (SEW) (University of Maryland 

University Colelge, 2012). As a result, the government feels that supporting these technologies 

and the organizations that wish to foster them deserves funding priority and focus more so than 

other fields within the computing space.  
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Each of these technologies offer considerable potential to the interests of the country but also 

entails their own unique set of challenges.  

 The size and scale of data and databases in use in the digital age is astounding. Small 

localized databases for housing information or for specific programs have developed into 

juggernaut systems that store petabytes of data. Enterprises have begun to focus a great deal on 

highly scalable cloud infrastructures that use massive amounts of resources using scalable 

databases. Even modern datacenters can utilize high-end clusters of databases for such things as 

managing storage and virtual resources (Agrawal, Das, & El Abbadi, 2011). The rate at which a 

single database or cluster can grow in a large enterprise scale application makes the management 

of database systems very challenging. Current systems are functional and manageable to allow 

for the processing of BD but the speed and dependability of these systems will face challenges as 

they attempt to meet the ever-growing demand for data storage and mining.  

 Despite the challenges of BD management, there is no limit to the amount of usefulness 

that can be found in using scalable database systems for even the largest government research 

projects. It is no wonder that the government expresses interest in improving the rate at which 

more responsive and unified BD management systems such as Hadoop can process data. The 

need for the government and enterprises, online superpowers such as Amazon and even scientific 

institutions to be able to harness this technology justifies the priority placed on its development. 

Yet these systems require complex data mapping technology, high-end computing systems and a 

score of knowledgeable engineers to run them (Agrawal, Das, & El Abbadi, 2011). With the 

proper amount of support from federal and educational institutions and a workforce with interest 

in database management, the US can reach the forefront of big data technology.  

 The second item of interest to the NITRD is the enhancement of Human-Computer 

Interaction and Information Management (HCI&IM). HCI&IM has been a consideration for 

many years, ever since humans began to depend on information systems to gather information, 

finding the best way for the human to execute tasks both simple and complex has been a major 

focus of study. It is thanks to the works of pioneers such as Steve Wozniak and Steve Jobs (of 

Apple fame) as well as the financial support of Bill Gates from Microsoft that have led the 

developers of information systems to create Graphical User Interfaces (GUIs).  
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In modern computing, developers may spend considerable amounts of time debating over the 

best way to create a logical way for a user to interact with their programs before they even begin 

creating the code that will execute those programs (Ullmer & Ishii, 2000, pp. 917-918). With 

each new technology paradigm that is created, the way humans interact with the technology will 

also change. 

 For a realistic example of interface changes that have drastically changed computing in 

the past decade, one simply needs to look at their nearby smart phone or tablet. Prior to the early 

2000’s, touch capable interfaces were relatively uncommon in the business world and usually 

were limited to only a few interfaces (such as touch-based Point of Sale systems). But upon the 

release of the first generation of Apple smartphones and handheld tablet devices, society became 

keenly aware of the importance of tactile manipulation of equipment. This precedence was so 

strong that it caused Microsoft. to steer away from their traditional mouse and keyboard interface 

and consider touchable UI (Spates, 2011).  

 The truly modern interfaces on software and hardware in the modern age can be 

controlled in many different ways. Certain technologies for use in digital phones and tablets have 

focused on the use of predictive text input enabling rapid input of information by contextually 

completing words. Other technologies have focused on using voice recognition software such as 

Dragon Naturally Speaking or the popular Siri digital assistant on Apple products. Office 

products now will offer countless templates or project options for a user to select when they 

begin a new processing session or easily reopen the previous project. In essence, computer 

software is being created with interfaces designed to greatly enhance the productivity and 

interaction between itself and the user. NITRD hopes to position the USA at the forefront of 

creating more powerful and potent ways for the user to interact with software and systems they 

encounter by making ‘smarter’ software.  

One of the most stressful work environments for many humans to be involved in is the 

field of emergency management. When human life is at risk and unnatural circumstances are at 

play, it is easy for humans to struggle with clear and coherent interaction with each other and 

those hoping to aid. In crisis situations, people may be required to work in intense and long shifts 

and somehow smoothly transition control of situations to another team at the end of their shift 

(Carver & Turoff, 2007, p. 34).   
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Emergency management professionals must make truly life and death decisions often with less 

than satisfactory information. As a result, there is a considerable amount of interest in this field 

to create more automated, decision-based systems capable of analyzing hundreds of scenarios in 

an emergency situation. By providing certain pieces of information to a system and providing a 

series of parameters to meet, the human can use the computer interface to expedite quality 

decision making based off of given information. It is quite easy for the imagination to consider 

how many ways the government and defense industries could use similar technologies to aid in 

matters of national security.  

 Computer systems are capable of analyzing and reviewing massive amounts of data in a 

fraction of the time it might take for a human to do the same. However, the capability of such 

machines to make decisions and consider human factors is a cause for concern. Simply put, how 

can a computer system truly make decisions that require a human mind and human judgment? It 

is to this end that NITRD wishes to enhance the capabilities of High Confidence Software and 

Systems (HCSS). A computer cannot be trusted to analyze information with the same mind and 

heart of a human being but if programs are created and provided instructions in a similar fashion 

as human logic, they can certainly enhance decisions of people.  

 In a similar fashion to HCI&IM, HCSS focuses on bridging the gap between human 

reasoning and computational logic patterns (NITRD, N.D). This is not to be confused with 

Artificial Intelligence (AI), but is most certainly in a similar vein. If an information system can 

be programmed in such a way that it has a considerable amount of data and a skilled decision 

making tree from which to draw information, it can provide data with greater confidence than 

rote programmatic instruction sets. The purpose of improving HCSS is to provide government 

and private industries with more situation-aware systems that aid in (and sometimes perform) 

decisions with said information (NITRD, N.D). If research of these technologies is managed 

well, the US can increase the capabilities of mission critical systems and keep an edge over other 

nations. 

 Intel’s co-founder, Gordon Moore, when observing the world of semi-conductors and 

technology, determined that hardware capabilities of computer systems can be expected to 

double in complexity every two years (Geelan, 2008). 
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 If one simply reads articles regarding computer science breakthroughs from even a few short 

years ago, it is easy to see that Moore’s predictions turned out to be true. With each iteration of 

an operating system that is launched or with each new sequel released to popular computer 

games, the requirements for computer hardware and software increase. High End Computing 

(HEC) or High-Performance Computing (HPC) is the NITRD component which focuses on 

understanding these areas.  

 By continuing to focus federal attention and funding on HEC systems, the government 

and US research institutions are able to maintain a competitive edge over other nations when it 

comes to the raw processing power available in technology. The success of almost all of the 

NITRD research areas can be correlated with the power of the machines that can be used for 

these initiatives (Denzel, Li, Walker, & Jin, 2008). This places paramount importance on the 

success of HEC systems in maintaining the vitality of the other fields. For instance, Big Data 

processing is only as fast and capable as the systems used to process it. A lower powered 

machine is less likely to respond well in high-availability BD environments. Similarly, if an 

emergency worker is to use advanced HCI&IM technologies to make decisions, it follows that 

more powerful systems are likely to increase response time. If a HCSS tool is expected to make a 

rational decision based off any number of variables, it is logical that higher processing power of 

the decision systems would be beneficial. In essence, HEC truly is of vital importance to support 

advancing technologies across all fields and the US needs to prioritize its research on such 

projects.  

 As the technology advances, the need to produce quality software and enhance 

productivity also advances. NITRD has placed considerable research importance on Software 

Design and Productivity (SDP). As examined above, developers strive to find better and more 

efficient ways to enhance interaction between computers and humans. The increased demand for 

quality software has also generated demand for developers to be more efficient at software 

creation (Carver & Turoff, 2007). Software development lifecycles, rapid software development 

processes, and needs for increased quality of US software products are of special importance to 

NITRD. It is already clear that the manpower needed to engineer these next generation solutions 

is limited in the US (Kramer, 2011, pp. 9-10). 
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 Despite this fact, the country is still capable of improving software development and finding 

even better ways to enhance productivity of the workforce.  

 By improving the processes and procedures used in development and training the next 

generation workforce in these methods, the USA can enhance its capabilities in production of 

quality software. Research needs to continue to focus on the implementation of newer and better 

processes, reusable code, and logical methodologies in software production (Benioff & 

Lazowska, 2005, pp. 5-6).  Productivity and software functions are interconnected, as the quality 

and intuitiveness of software increases, so will the productivity boosts afforded by newer and 

better software applications. When the workforce of the USA is more productive, this offers 

numerous benefits to the quality of life of its information workers and improves the nation’s 

standing on the global stage. This concept leads in to the final area of focus for research and 

design – the social and economic impacts of technology on the workforce (SEW). 

 When the USA became involved in World War II, the workforce of the country had an 

astounding impact on US victory. The fundamental changes in the manufacturing field created a 

high demand for workers and the country happily obliged. Americans, especially women, 

quickly learned new skills and processes to aid in the war efforts (Zinni & Koltz, 2009, p. 27). 

This fundamental change in the ‘way things are’ not only aided efforts of the country but also 

added to the patriotic spirit of the American people. Those who learned new skills during the war 

found themselves gainfully employed after the war was over and the entire country benefitted 

from it.  

It could be posited that the USA is on the verge of a new war, a cyberwar, which will 

require new skills in order for the country to compete. If history is any lesson, the workforce is 

going to require fundamental changes if they are to attain new skills needed to participate but the 

workers are few. The country is massively larger, more complicated, more disconnected from 

itself than ever before so it stands to reason that the country may not evolve in the same way as it 

did during WWII. This potential challenge is the focus of the NITRD initiatives regarding the 

social and economic impacts of technology and the workforce (SEW).  

The country needs a wealth of knowledge workers with skillsets ranging from simple 

data entry all the way up to engineering of complex technology solutions.  
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Very few companies offer positions in the digital age that do not involve at least basic computer 

knowledge. Furthermore, the amount of technology used in even the most basic positions in the 

US workforce requires more computer knowledge than in previous generations (Benioff & 

Lazowska, 2005, p. 18). It would seem reasonable that a generation with ubiquitous access to 

technology would naturally produce more technically minded professionals but much of the 

workforce (especially in lower social castes) still lack many critical skills that the workforce 

demands. Conversely, some of the professionals in the modern workforce have become so 

intertwined with technology they use that it hampers their social capabilities otherwise (Mitchell, 

2013). The new workforce does not originate from the same world as the aging (and often 

managerial) workforce already in the workplace and the potential for clashes to arise is ever-

present.  

If the government wishes to prepare the new workforce and support the merging of the 

‘old’ workforce, there is great knowledge to be gained from social and economic research. 

NITRD wishes to engage in research that will help the country understand what impacts 

technology has on all walks of life. None of the other areas considered within NITRD’s 

framework can be sufficient if the workforce is not prepared to rise to the challenge. By 

prioritizing research to understand how technology impacts the society in which the workforce 

lives, the government can take a more active approach in preparing for the new war.  

By prioritizing research and design not only as it relates to the NITRD initiatives but as it 

relates to the country as a whole, the US stands a much better chance at returning to its former 

leadership glory. But these changes are not going to occur on their own. The country needs new 

leaders who can take up the mantle of leadership and adapt to this new world (Zinni & Koltz, 

2009, pp. 41-42). The country also needs the assistance of its government to help usher in these 

changes and it is to this area that the conversation now turns.  

5. The Hand that Leads You 

Throughout this document, the importance of the government involvement in completing 

the security picture has been addressed but not fully expressed. Regardless of the political ideals 

one may hold or their personal opinions on the purpose of the government, the success of the 

country’s future is quite dependent on the government’s involvement.  
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The government is not only one of the biggest customers of American industry; it is also one of 

the greatest sources of funding. No matter how great an idea or technology may be it cannot go 

beyond an idea without at least some amount of financial support. Some ideas may be terrific in 

concept but without application they are useless. To this end, the government may offer a use 

case for technology that was otherwise untested or unproven (O'Neil, 2011).  

 Federal agencies have already made considerable progress in fostering the relationships 

both nationally and internationally that will be catalysts for improving security. From the 

groundwork laid out by PDD 63 to the Homeland Security Act, the leaders of the country are 

striving to improve security in all fronts. By using partnerships such as InfraGard between the 

FBI and the organizations that maintain critical US infrastructure, both parties are seeking to 

improve national security (Infragard, 2012). The implementation of Multi-State Information 

Sharing and Analysis Centers (MS-ISACs) has improved the communication between 

government and local organizations in the fields of cybersecurity and others. The National 

Security Administration (NSA) funds many classified and unclassified projects across a variety 

of businesses in many different sectors of the US economy (University of Maryland University 

Colelge, 2012). It is clear that the government plays a critical role in the adoption and 

sustainment of technology.  

 Although the federal government has been under considerable scrutiny by the media in 

recent years for spending and budgeting issues, there are still many funding sources available for 

new technologies and even for workforce education. The National Security Fund (NSF) offers 

financial assistance for American students who wish to pursue academic study in fields that 

support national security. The NSA offers funding through Cooperative Research and 

Development Agreements (CRADAs) for technology and research in a wide variety of 

technology disciplines (University of Maryland University Colelge, 2012). The Department of 

Defense and the military branches it represents offer contracts across a wide array of industries 

in hopes of developing bigger and better technologies than the enemies of the USA. These 

contracts offer financial support to industry and create millions of jobs nationwide - all in an 

effort to improve national security and build the economy. 

 As the USA continues to rebuild its empire for the digital age, it is going to need more 

complex technologies.  
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It will require more hardware and software to meet the needs of the new front in cyberspace. 

This demand means that the government will continue to push for better and more powerful 

technology. It will continue to set the standard for technology and drive the markets to support 

its needs and the needs of those that support it. This synergy of technological supply and demand 

is one of the many reasons why the government has a critical part to play in the future of 

cybersecurity. Therefore, the hand that leads the country is also the hand that is likely to direct 

the technological landscape. Failure to acknowledge the importance of government trends will 

ultimately lead to failure to prepare for the next cyberwar.  

6. Summary and Conclusion 

The field of cybersecurity continues to grow and change with every minute and so do the 

threats to the security of the USA. Many new technologies have become available in the past few 

years that can greatly improve efficiency and control in the enterprise and the government. 

Remote agent technologies can be used to improve the management and security of enterprise 

infrastructure and provide cost saving measures at the same time. Digital forensics will continue 

to become more and more vital to the security of the enterprise while maintaining scalability. In 

order to improve the efficiency of digital forensics, the enterprise may wish to consider the use 

of real-time and remote technologies which can both proactively monitor systems and respond to 

security incidents.  

If the nation wishes to reclaim its position as a world leader in the digital economy, it 

must improve its capabilities in many technology fields. The Networking and Information 

Technology Research and Development program (NITRD) of the federal government has 

established priorities for research and design including Big Data, Human-Computer Interaction 

and Information Management, High-Confidence Software and Systems, High-End Computing, 

Software Development & Productivity, and Social and Economic Impacts of Technology in the 

workforce as top research priorities. Each of these elements is vital to the security and strength of 

the national economy, causing the majority of funding and research for the foreseeable future to 

be focused on these measures. By encouraging the development of these fields and the 

improvement of the STEM workforce, the government is attempting to position America at the 

forefront of the new digital era.  
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Additionally, the government itself plays a critical role in driving the market to pursue 

new technologies and developments. By the establishment of government projects, federal 

funded contracts, and public-private partnerships, the leadership of the country is actively 

supporting its own demands. As an offshoot of these endeavors, the country continues to 

revolutionize its industries and build world class solutions to compete on a global scale.  

In conclusion, the demand for improved cybersecurity will require shared collaboration 

across all industries within the country and with the federal government. In time, these 

collaborations can potentially restore faith in the ability of America to lead the world as it has 

before. The country has made great strides in such measures as the use of remote management 

technologies, real-time forensic analysis, and by prioritizing research and design but the 

government needs to continually increase their focus on supporting these technologies if it hopes 

to succeed.  
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